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the past, present and future of language

doug cocks 

introduction

Did you hear the one about the man whose job was to sort the large from the small oranges in a packing shed.  Having suffered a nervous breakdown, he went to a shrink who asked him  why he was so stressed out.  ‘Uuuuh’ , he sighed ‘Decisions, decisions, decisions.’  My excuse for starting with this feeble joke is that classification and decision-making are both language-based ‘technologies.’  So is the construction of stories or narratives, and that includes telling jokes. Indeed there are few aspect of modern social or inner (mental) life which do not unavoidably rely on people having a knowledge of language. Ironically, that makes it harder rather than easier to talk about the past present and future of language.  One has to generalise over so much material and ignore so much material.  
So, to simplify things, I will not be talking about the global pattern of declining and emerging languages (geolinguistics), or the different rules and world views built into different languages.
 That is, I want to talk about language not languages.  Nor will I be talking about modern sign languages, eye and body languages, auxiliary languages etc.  And I will not be talking about the neural or genetic bases of the evolutionary adaptations which underlie the language faculty.
  

Before coming to what I will be talking about, let me expand on my use of the words ‘language’ and ‘technology.’ 

In evolutionary terms technologies are cultural adaptations.  As I use the word, a technology is simply an agent’s ‘recipe’ for completing some task, [[??]]one of the embodied procedures which societies use to maintain themselves. They range from the material (turning stuff and energy into products and processes) to the social, meaning technologies which coordinate and control human behaviour to create ‘problem-solving’ institutions. Thus democracy and nuclear power are both equally ‘technologies’. On occasions, and this is probably one such, I have found it useful to classify technologies into cognitive (thinking) and communicative (message sending) as well as material and social.
Language is not an easy word to define.  At its most general it is a family of technologies---tools if you like--- (a) for communicating, i.e. transmitting information (messages) between people, and (b) for mentally upgrading information in one form into a more useful form (e.g. turning premisses into conclusions).  I am recognising here that language has both public and private (inner) uses.

While information can be communicated and upgraded by technologies other than language (art, music
 and photography for example), the distinctive feature of language is that it is, and has to be if it is to work, a shared technology based on a group’s shared model of reality in the form of a set of mutually understood signs or signals.  Signs can be naturalistic like pointing or arbitrary symbols, as most words (and rituals?) are.  Each sign used evokes a particular percept (cognitive category) and it is sequences of percepts which carry meaning.  In sharing a language, members of a language group are sharing a condensed model of the world.

Gesturing and miming (a mime is a sequence of gestures) are averbal forms of language technology while speaking and writing are verbal or word-based forms
.  Of these, speech---humanity’s greatest invention---is the core technology for human language, but writing, gesturing and miming are all important parts of the language story. 

In keeping with my courageous title, I will talk briefly to three topics, namely:

· The evolution of language

· The role of language in contemporary society 

· Language’s prospects under three scenarios for global society 

stages in the evolution of language

I believe that understanding the evolution of language is the key to understanding the evolution of human social behaviour and social organisation. I also believe, although less confidently, that understanding the evolution of language is the key to understanding the evolution of consciousness---I see language as the point where mind and matter intersect.

The version of the language story I will present here moves through five overlapping stages, each of which marks a significant addition to the power of language to support thinking and/or the communication of messages: 

· Averbal language
· Talking and listening 

· Reading and writing 

· Conscious thinking 
· Use of electronic technologies
Averbal language

Gestures (e.g. pointing), postures (e.g. standing tall) and ritualised body movements (e.g. shoulder shrugging, appeasement) are all ways in which information could have been communicated between members of hominid
 groups throughout the Pleistocene, i.e. most of the last 1.8 million years.  Like expressions of emotion, some of these signs would have been involuntary and, originally at least, indicative, i.e. representational rather than arbitrarily symbolic.  But, at some stage (perhaps half a million years ago as archaic Homo sapiens was speciating?), evolving in parallel with an increasing cognitive capability, such non-verbal communication (popularly known as body language) must have come under voluntary, purposive control.  This switch from a reactive (stimulus-bound) to a proactive (goal directed) cognitive system (see below) represented the beginnings of hominids’ capacity to mentally model real-world situations and reflect on them (although not necessarily consciously), in order to choose a ‘best available’ response, e.g. a decision to gesture or not to gesture.  

To be useful, the meanings of non-verbal signs have to be mutually understood across the social group and need to be transmitted from one generation to the next.  In Berger and Luckmann’s phrase, meanings of signs must be ‘sedimented.’ 
  The general capability which allows groups to develop and maintain systems of non-verbal communication, and it probably evolved well before Australopithecus, is mimesis.  As discussed enthusiastically by Merlin Donald,
 mimesis (call it motor mimesis perhaps?) is most simply thought of as a capacity for imitation and rehearsal of physical behaviour, of action sequences.  It takes place in two steps.  Step 1 is to remember a previously-observed or personally-experienced sequence of body movements.  Step 2 is to reproduce, to act out, to mime the remembered sequences.   

Imitating others is widespread in the animal world, even amongst ‘lower’ orders.
   In many circumstances it is a quick and reliable way of learning useful behaviours.  When hominids’ inherent tendency to spontaneously imitate others began to give way to a capacity to voluntarily control the timing of such expression, the implied increase in cognitive development may, in parallel, have allowed the memorising and imitation of more complex behavioural sequences, e.g. making fire, making stone tools.  

Furthermore, in tandem with a propensity for spontaneous exploratory behaviour, the capacity to imitate oneself, to voluntarily rehearse one’s own previous behaviours, meant that behavioural sequences could be practised till perfected---something that other primates cannot do.  Think of how children actively and routinely rehearse and refine all kinds of action, including facial expressions, vocalisations, climbing, balancing, building things, and so on.
  Further again, the capacity to voluntarily pause when practising a behaviour sequence suggests the beginning of a capacity to adapt the sequence for successful performance under a variety of conditions.
  For example, if a sequence such as tool making is being practised and conditions such as the lack of suitable materials do not allow its completion, a pause followed by spontaneous exploratory behaviour (trial and error, trial and success) might create a variant of the failed behaviour more suited to the immediate conditions.  

It seems plausible then that mimesis, the capacity to act out observed behaviour at will, could have been the instrument which allowed even early hominids to create and maintain a simple shared semantic environment, a culture of meaningful (although non-verbal) signs and behaviours. Amongst the tasks responsive to this emerging capability would have been the voluntary expression of emotions and the transfer and slow improvement of technical skills.  It also opened the way for group rituals involving numbers of people acting in concert.  The challenge in all this of co-ordinating brain-eye-limb activity might well have provided sufficient selection pressure for explaining the rapid increase in human brain size and complexity over much of the Pleistocene.

Talking and listening 

Let me backtrack the language story to a point where, five million years ago, under the stress of a drying climate, our great ape ancestors descended from the forests of east Africa to make a living on the grassy savanna.  They came equipped with a number of adaptations which, subject to further modification, were to play important roles in our ability to communicate and cogitate by way of speech.  These included: 

· Highly developed voluntary motor (muscle moving) skills as needed for harvesting a diet of fruit.  Speech is a fine motor skill. 

· Group living, including a well-developed ability to convey information via gestures, emotional displays and instinctive behaviours. 

· An ability to learn productive behaviours (e.g. foraging) by mimesis, i.e. by imitating other members of the group.

Once on the ground, we stood up, the better to see over tall grasses and the better to pursue large animals till they dropped. But, as is so often the case in evolution, bipedalism (walking on one’s hind legs) also turned out to be a ‘necessary’ platform or evolutionary ‘starting point’ for a number of important adaptations (bodily and behavioural innovations) including several relevant to the evolution of language:

· Controlled (voluntary) breathing which gives humans the ability to exhale in ‘pulses,’ which is what we do when speaking; and the ability to convert involuntary vocalisations into voluntary ones

· A repositioning of the voice box (larynx) to a lower position in the trachea (windpipe)  It is this adaptation which, compared to apes, allows humans to produce a much wider variety of sounds, particularly resonating vowel sounds.
· The hands became available for making a wide range of gestures.  Having a wide range of gestures assists the telling of stories (e.g. about a hunting trip) by miming. 

· An increase in brain size and coordination skills as hominids moved from being scavengers to being hunters and predators, a lifestyle requiring an ability to plan ahead and to coordinate the roles of individuals in a team of hunters.  This ability to plan (and tell stories by miming) is strongly analogous to the skills need to organise words into sentences and choose words to fill syntactic roles in sentences. 

· In tandem with increased brain size, improvements in ability to store information and retrieve it voluntarily, i.e memory.

Equipped with this repertoire of capabilities, and because it was advantageous (adaptive), it was a relatively small evolutionary step to start tagging (not replacing) gestures and mimes with vocal signals.  These signals would initially be the vocalisations associated with various emotional states (e.g. alarm) but one can imagine the repertoire of such signals becoming standardised and extended over time (e.g. the vocalised ‘alarm’ signal could be extended to become a ‘lion alarm’ signal).  Many reasons have been suggested as to why such voluntary vocal tags would be selected for, e.g. night time and out-of-sight communication, speed of communication, emphasis, bonding.  In time we can imagine vocal symbols beginning to be used alone rather than in tandem with mimes and gestures.  That separation though has never been complete, as modern speakers constantly demonstrate.

It was Charles Darwin who first suggested that prosody, the ability to voluntarily control volume, pitch and tone, was the initial step towards spoken language As vocal signals proliferated and became standardised for reasons of reliability, teachability and ease-of-memory, one can imagine a growing need for arbitrary vocal symbols, no longer directly indicative of their meaning, e.g. different symbols for ‘near lion’ and ‘far lion.’    

The memory load associated with having an arbitrary vocal symbol or word for every percept (event) would have lightened with the recognition that the word for (say) a two–dimensional event, ‘near lion’  for example, could be broken into two words, each of which could be used independently as in near lion, near elephant, near rhino or big lion, small lion.  The number of vocal signals required increases much more slowly than the number of events or situations that can be described if the components of events have their own verbal signals. For example, two ‘words’ have to be remembered to describe both ‘near lion’ and ‘far lion’ whether the approach is syntactic of not. But to convey the 12 combinations of ‘near’ and ‘far’ with any of six species requires 12 non-syntactic words versus eight syntactic words,  Because it boosts the possible combinatorial interrelationships between words, the addition of even one word to a modest vocabulary will sharply increase the number of additional events which can thereafter be described.  

Constructions such as ‘near lion’ are actually simple sentences.  They show the beginnings of syntax in verbal language, namely, a capacity to analyse a multi-dimensional situation into parts and their relationships and to attach an established verbal sign to each part/relationship.  It is plausible (nothing more) to think of spoken-language syntax as having developed from the pre-existing syntax of mimetic story-telling.  For example, in miming the story of a raptor diving on its prey, any of the mimes for raptor (noun) or diving (verb) or prey (noun) could be replaced with vocal-symbol equivalents.

Conventions such as word order in sentences, or what constitutes a sentence, or the distinction between reportive and expective statements (i.e., tenses ) would have arisen over time as unconsciously learned rules for conveying information with fewer misunderstandings. There does not seem to be much explanatory need to postulate an innate, largely-genetic syntactic capability
 
Notwithstanding, the major transition from ‘one sound-one meaning’ to meaningful ‘independent’ words made up of strings of arbitrary phonemes (elemental sounds) does remain a mystery.
  
Where do new words come from?

We might imagine that names for animal species were amongst the first nouns and that, most simply, the sound of the word for a species would be an excerpt from one of that animal’s calls.  And, in time, with group use, the sound used to denote the pre-existing percept of that species, just like the percept itself, would stabilise (standardise).  Even today, many words have such onomatopoeic origins, e.g. the hiss in ‘snake’. Similarly, we can imagine that nouns for the emotions would emerge easily from the vocalisations long-associated with the expression of emotions; thereafter, any story could routinely include a report on the narrator’s emotional state at the time of the events being described.

But what of objects and actions without regular sound associations?  Here is a scenario.  Suppose someone carrying out behaviour X accidentally makes a distinctive noise, any distinctive noise, while doing so.  Suppose that someone observing and imitating behaviour X includes that distinctive noise as part of the mimesis.  The particular distinctive noise might first become a habitual part of behaviour X itself and then a habitual part of the miming of behaviour X during story-telling.  Finally, the distinctive noise becomes detached from behaviour X or the miming of it.  Thereafter, when the distinctive noise is made voluntarily it evokes a memory of the behaviour itself; and vice versa.  It has become an arbitrary vocal symbol for that behaviour.  In time, the word and its meaning (referent) will become stable components of the group’s language repertoire.  Notwithstanding, any new word would stand to undergo continuing slow phonemic change, making it, for example, easier to say or more distinguishable from other words.

This scenario would have words being created by accident and then persisting because they are useful.  Might there have been, at some time well before modern humans, a realisation that things and actions can be given arbitrary vocal labels and that this can assist communication?  Such a feat of abstraction, so early, does seem unlikely.

Metaphors 

New words expand the range of events and situations that can be described verbally, but so do old words used in new ways.  Once a modest vocabulary has been established, metaphor becomes an important way for language use, meaning what is describable, to grow.  Metaphor is the use of existing words normally used to describe or name a first entity as a way of describing or naming some seemingly unrelated second entity.  But, for a metaphor to be useful, there must indeed be some kind of similarity between the entities or, in the case of analogues, between their relations to other things.  

The most useful metaphors not only bestow names on newly-perceived things (and actions) of importance, they draw attention to the possibility that the second entity (called the metaphrand) may be similar to the first entity (called the metaphier) in ways not alluded to in the metaphor itself, i.e. language is an organ of perception as much as a means of communication.  Julian Jaynes gives the example of ‘snow blanketing the ground’ with its nuances of warmth and comfort until it is spring and time to wake up.
  Equally, metaphors may lose their richness over time and become truly-arbitrary vocal symbols.  For example, ‘concrete’ metaphors may get hidden by phonemic drift and longer metaphorical descriptions may shrink to short labels.  In principle this does not matter, but it may make metaphorical words harder to remember and increasingly misunderstood, e.g. when historians misleadingly translate and interpret terms in ancient texts.

Much more importantly, as each culture built up its own metaphoric conceptualisation of the world, its verbal language would have become increasingly incomprehensible to others.  Unlike mimetic language which would have been more-or-less understood by strangers, most metaphoric references are not to universals but are extracted from a local context and reflect only one culture’s framework of reality.  It may be that the origins of ‘them’ and ‘us’ thinking go back to the emergence of verbal languages. 

Presumably the metaphors of early verbal language would all have been concrete, likening something which could be pointed at to something else which could be pointed at.  Abstract concepts which are not observable and therefore can only be described metaphorically would not have arisen till there was sufficient concrete language to support them; at the end of the Pleistocene perhaps.  For example, an animistic belief system requires words for the spirits which inhabit the natural world.
While the above discussion focuses on verbal language as a ‘next generation’  technology for transmitting simple pods of information, it equally needs to be recognised as a truly revolutionary technology which, for the first time (?), allowed useful information to be stored outside the individual’s genes and memory. 
Reading and writing 

Father Walter Ong, a famous and unlikely student of the differences between oral and literate cultures, described writing as the most momentous of all human technological inventions, the technology which has shaped and powered the intellectual activity of modern man.
  Presumably, that is, after syntactic language itself.

Writing systems developed and spread in two waves.  The first, based on pictographic forms, began in Sumer some 3500 BCE and dispersed from there through Mesopotamia to Egypt, Europe, India and China. Writing systems in the second wave, beginning in the late Bronze Age, were alphabetic, meaning that they used one sign to represent one sound.  A good example is the Phoenician alphabetic system which gave rise to Hebrew, Aramaic and early Greek; and then, via Greek, to Latin and Cyrillic.  Around 800 BCE the Greeks invented signs for vowel sounds, making theirs the first complete alphabet with both consonants and vowels. 

It was towards the end of the Bronze Age that culturally-important stories and narratives which, till then, could only be transmitted orally began to be written down, the first perhaps being  the Zoroastrian Vesta (c.1500 BCE).  The oldest of the Indian Upanishads has been dated to around the eighth century BCE---it is the philosophy of the Upanishads which underpins Hinduism, Jainism and Buddhism.  In China Confucian writings date from c.500 BCE.  The first-written book of the Hebrew bible, Amos, is now dated at 750 BCE.

It is hard to see how the great religions could have spread and matured without such sacred authoritative texts, unchallengeable as they were by the mindset of the time.  Because they record what was said by God or prophet or enlightened one, they have the authority of the spoken voice, especially when read aloud.  Think also of the importance of the New Testament and the Koran in the following millennium.  Certainly the Greeks and Romans had no sacred or revealed texts of any stature and their religions withered.  Rather, texts, particularly for the Greeks, became vehicles for the elaboration of philosophical and scientific inquiries and for the ‘fixing’ of foundation myths such as ‘Homer’s’ two epic poems, the Iliad and the Odyssey (transcribed c. 700-650 BCE).

But long before the Greek awakening, and their invention of the vowel symbols which allowed the elusive world of sound to be captured visually, writing and texts had begun to kill off the tribal mind.  When Hammurabi, around 1780 BCE, incised his laws on steles (death to adulterers!), he replaced the previously unquestionable authority of a vocal command with an alternative authority (still read aloud) and, critically, created the novel idea that there might be reasons for not accepting the voice of authority.  And if Jaynes is right, writing helped destroy many late Bronze Age gods for the same reason.  Mind you, the gods were already in trouble because of their failures, via their priestly mouthpieces, to provide sound advice under the chaotic conditions of the time.  In reality, custom and tradition were failing to cope with a changing world and ideas about alternatives were welcome.  It then fell to the Greeks to boost this breakthrough into a ‘technology’ of actively seeking and recording speculative ideas.

Use of language for self-conscious choice-based thinking  

The transition from oral to literate or scriptal cultures which can be seen most clearly in the Classical and Alexandrian periods of Greek civilization, also provides history’s best example of language’s next great development--- its use for critical or self-conscious choice-based thinking.  

The Greek capacity for systematic thought equalled ours.  They knew how to trial candidate behaviours in the mind at low cost, and how to bring disparate ideas into a consistent harmony.  They knew how to use premises to underpin an argument.  They were able to challenge the truth of comforting beliefs.  By the sixth century BCE they had acquired sufficient cognitive skills, sufficient vocabulary (including the vocabulary of subjective consciousness) and sufficient shared knowledge to debate, individually and collectively, the nature of the world and society and how these might be better managed  For example, democracy was a social technology made possible, at least in part, by the Greek recognition  that people are individuals as well as class members.  Speculation was explicitly recognised and ardently pursued. 
To a large extent pre-literates thought in clichés abstracted from their prodigious memories. The bards in oral-aural cultures relied on mnemonics and verbal formulae to store stories like the Iliad.  The act of creating an original text---the ‘new’ way to store knowledge---turned thinking into an exercise where consciousness is searched for relevant thoughts; visual symbols of those thoughts are then arranged sequentially according to certain rules.  By Plato’s time (429- 347 BCE) the Greeks were doing this routinely and the old ways of thinking were being abandoned.  This is why Plato wanted to exclude poets from his Republic! 

I am sympathetic to philosophical Pragmatists like William James, John Dewey and Richard Rorty who consider thinking to be largely about interpreting what is happening and deciding what to do.  Here, I am focussing on what-to-do thinking rather than what’s-happening thinking.  That is, I am not discussing the thinking involved in assigning sensory impressions and ideas to name-bearing perceptual categories, e.g. I (am thinking that I) have just seen a dog. 

What-to-do problems can range from ‘fight or flight’ to where to put a comma; from how to classify an object (What bird is that?) to ascribing causes (Nature or nurture?) to checking patterns (Has something changed here? Do I have a problem?).  What-to-do thinking deals with problems constructed by oneself as well as problems presented by the environment, e.g. how do I devise a piece of music within the following compositional rules?  Indeed, the very use of language generates its own suite of what-to-do problems, e.g. what is the definition of gollywog?  All conversations are solutions to a sequence of what-to-do problems.
According to psychologist Julian Jaynes
, the Greeks’ invention of self-conscious choice-based thinking (call it conscious thinking for short) probably emerged from and then substantially replaced bicameral thinking, an earlier cognitive technology in which a single behavioural response to a what-to-do situation is formulated at a sub-conscious level and acted out in obedience to an insistent hallucinated command, often in the voice of a leader, king, god or other authority figure. The Iliad is a rich source of bicameral thinking. 

We are talking here about situations where neither habit, custom, nor instinct provide a behavioural template, and something more than blind trial-and-error is required.  To me, self-consciousness means nothing more than an ability to ascribe one’s thoughts to a particular human, namely oneself; and to treat thoughts as objects of thought, e.g. ask questions about them.  Introspection suggest that self-conscious choice-based thinking is something like a dialectical dialogue with oneself.  It allows the pre-conscious mind to throw up ‘solutions’ to a what-to-do problem, one after another, describing each in words, albeit silently, until a solution is reached which is both plausible (i.e. appears to be implementable) and emotionally acceptable.  

‘Yes, but do you have any other suggestions’?

‘Ah, thankyou, that’s “good enough.”’

Both bicameral thinking and self-conscious choice-based thinking are language-demanding technologies meaning that neither could have evolved before language evolved (and, in passing, that babies cannot use this technology).  Alternatively, language and self-conscious thinking co-evolved.  Self-conscious thinking uses sub-vocal language to efficiently convey a tentative solution to a what-to-do problem across the corpus callosum, from left to right hemisphere, to a site where it can be evaluated for its acceptability.  Following Jaynes, the bicameral mind uses language to convey an hallucinated command over the same pathway.  The changeover in technologies may have been facilitated by the increasing failures of authoritarian commands in tumultuous times and by the flowering in Greece of a vocabulary for describing one’s thoughts and feelings in terms which recognised such to be self-generated, e.g. I feel sick. 
Self-conscious choice-based thinking is a social technology to the extent that without the language we learn from others, it would not exist. It is also a social technology in the sense that when someone makes a decision, the words in which their decision is ‘coded’ can be used to communicate this decision to others (I think we should attack at dawn rather than lunchtime). Similarly, bicameral commands can be overtly verbalised (Zeus told me we should attack at dawn).  
Since the time of the Greeks, the basic cognitive technologies for solving what-to-do and ‘what’s happening.’ problems have been refined (e.g. fuzzy logic) but have not changed fundamentally.  But, sitting on this stable foundation, there have been two development threads which dominate the story of language since that time.  One is that, with the aid of an ever-growing vocabulary of percepts and concepts (paralleling a more complex society) , there has been an enormous expansion and diversification in the content of people’s language exchanges.  

Increasing use of electro-mechanical technologies

The other thread, which I will recognise as a marker for the fifth and current stage in the evolution of language, is the emergence of a suite of communicative or transfer technologies (i.e. technologies for transferring language content between people) which have removed or loosened various constraints on, first, the construction of messages and, second, on their transfer between people.  

While this transfer revolution started with the printing press, let me fast forward to 1843 when the invention of the electric telegraph ushered in the electronic age, the fifth great age in the history of language after the mime-and-gesture age, the oral-aural age, the writing-reading age and the age of self-conscious choice. 
Building on printing, telegraphy, telephony, radio and television, technologies for manipulating and communicating information messages, became increasingly powerful with the invention and utilisation of computers in the second half of the 20th century.  

I do not have time to trace these changes historically but here is a selection of what has become  possible in contemporary society:

· Message delivery can be readily shifted in time and space (e.g. podcasts) and translated from one medium to another, e.g. from written to oral to multi-media.  Television, for example, is a prosthesis which allows both speech and gesture to be projected in space and time. Texting and chat rooms allow conversations in writing to take place at a speed approaching the speed of  spoken conversations.

· Mass media (e.g. television, radio, social networks, YouTube) allow large numbers of people to be exposed cheaply to content from diverse genres, e.g. education, advertising, entertainment, indoctrination, disaster management.  Electronic technologies allow messages to be crafted in ways which make them more likely to come to the recipient’s attention and be understood, e.g. crafted using advertising, marketing and behavioural psychology techniques.

· Availability of electronically stored material increases the ‘stock’ from which content can be created, e.g. historical photos, Wikipedia, digital libraries  

· Texts can be constructed more rapidly, e.g. word processors 

The role of language in contemporary society 

Now well into its electronic period, language continues to be used for the same basic tasks as in earlier times, namely, for constructing and transmitting questions, assertions, commands and statements of attitude.  In similarly stable fashion, it seems unlikely, despite Marshall McLuhan, that the wholesale migration of messaging to a suite of electronic platforms has significantly changed the way we think as distinct from what we think and talk-write about.  McLuhan, amongst others, argues that new technologies have effected a major shift in the way people think and behave; that we are returning to the oral-aural (and gesture?) culture of traditional societies;
 that we are spending much more time talking to each other and relatively less time reading and writing.  More than that, he says, the world has become, in his famous phrase, a ‘global village’ where radio and television (and now social media) have created a shared mythic structure (Hollywood?) and a collective mind, a global-wide social character.  
Public and private language use 

Contemporarily, language is used in both private (personal) and public (interpersonal) modes.  Individuals are using language privately when, thinking in words, they construct texts, soliloquies etc. for their personal use and not for immediate communication to others. For evidence-dependent authors, the electronic period has been a boon. Apart from the convenience of word processors for text manipulation, the World Wide Web provides rapid access to an ever-increasing fraction of the world's knowledge.  Self-deception is an important aspect of private language use which I have no time to develop here. 

In the context of public use, language is an indispensible supporting technology for what sociologists call the reproduction of society.  That is, language is used by groups of ‘specialists’ to routinely implement the diverse technologies that keep society ‘ticking over,’ e.g. electrical engineers.  Such specialists speak in ‘dialects’ and as the suite of  technologies a group is managing keeps evolving, so, with little fuss, does its specialist vocabulary.

The struggle to shape public opinion

You can't fool all of the people all of the time but you might as well give it your best shot.
                                       (attributed to Harry Truman)
But what I more particularly want to talk about is an equally large arena where language is being used publicly, an arena which I will call the struggle to shape public opinions and perceptions.

Because this struggle is, to quite a degree, a response to the speed, incoherence and intensity of global change, let me preface my analysis by recalling some of the more obvious of those changes:

· Rising global energy consumption, material throughput and waste production

· Rising world population, population movements and life expectancies 

· Rising global average temperature, with all its downstream consequences  

· Rising scientific knowledge, e.g. better understanding of the natural and social worlds, and of human mentality

· Increasing complexification and diversification of material and social technologies

· Rising commodification, meaning the emergence of markets for entities not formerly bought and sold, e.g. indigenous culture  

· Rising inequality in terms of what people are able to buy and access, given their roles in society

· Rising proportion of people living above the poverty line in the developing world

· Rising number of tertiary-educated people 

· Increasing ineffectiveness of established institutions; rise in managerialism  

· Rising inability of governments to direct major social change or to ameliorate its negative effects

· Rising need for individuals to have better risk management skills in their personal lives (e.g. managing the contingencies around health care, education, employment, personal safety); and to occupy more complex roles in the economy.  

· Rising anxiety and insecurity levels as people struggle to adapt to what is asked of them 

· Increasing participation of women in economic and political life 

· Declining concern for the public good

· Rise of ‘tribalism’ as people seek a better-defined identity and a more coherent world view through membership of interest groups  

· Shifting distribution of society’s rewards between interest groups, e.g. distribution of GDP between labour and capital 

· Rising  use of language to influence behaviour by communicating false and partial information, e.g. advertising, propaganda, spin, grooming, preaching

· Rising inability of governments to protect business, individuals and publics from cybercrime 

· Increasing loss of trust (willingness to believe) in what is being communicated  

· Shifting distribution of global power---economic, political, military

· Rising influence of religious fundamentalism

This world of strong trends is swarming with interest groups (populations of humans with common interests), each monitoring any trends they see as having the potential to affect their own well-being, for better or worse. If a trend is serving its interests well, a group may decide to leave well alone.  But, if a trend seems to be excessively harming or insufficiently helping a group achieve any of its goals, it may attempt to reinforce or reverse the trend, as the case may be. It is common for decisions to intervene to be triggered by a perception that rival interest groups are mounting countervailing efforts, e.g. positive versus negative images of industrial capitalists.

Intervention attempts can be divided into short-term and immediate versus long-term and strategic.  Short-term interventions exploit whatever economic, political, military or social power the interest group currently has at its command (power is the capacity to make things happen). 

Alternatively, taking a more strategic view, the group may first invest in increasing its future power to influence trends, e.g. build up its military strength. Here, because it is strongly dependent on language, I want to single out one particular strategy for increasing social power, namely attempting to shape or ‘condition’ public opinion as expressed in widely held beliefs, memes, ideas, perceptions, world views etc.
  

The case for attempting to ‘capture’ public opinion is two-fold.  One is that if it is widely believed that your interest group’s agenda is socially beneficial or harmless, it is less likely to be opposed or, if opposed it will be opposed less vigorously and those opposing your agenda will appear less credible. The other is that while governments set society’s ‘rules of the game,’ they commonly do so in ways that are compatible with public opinion, hence the importance of having public opinion on side.  

All strategies for shaping public opinion are manipulative (Eighty per cent of dentists say…) or persuasive to some extent, even when that shaping is intended to be in the public interest (Stop smoking; it kills you) rather than self-interested.  Success in shifting public opinion depends on both the persuasive or manipulative power of the message and on the financial and other resources available for projecting the message to relevant publics, e.g. having access to the mass media.

Culpable bullshit

At this point we have to recognise that the struggle to shape public opinion in contemporary society has led to ever-increasing quantities of resources being used to implant false beliefs in the public mind or to stop people coming to correct beliefs; and that, as people become better educated and less gullible, this trend threatens the social fabric, e.g. through political apathy.  We need to have reasonable confidence that others are telling the truth most of the time or productive interaction and co-ordinated behaviour become very difficult.  Language is a social glue which doesn’t grip when contaminated with bullshit.
   What many societies are seeing is an increasing loss of trust (willingness to believe) in what is being communicated.  This is because too many protagonists succumb to the temptation to deceive with bullshit when they recognise that their target audience will only agree with their attitude towards trend X if the audience can be implanted with false beliefs.  I call this culpable bullshit, intentionally deceptive language, to distinguish it from innocent bullshit, by which I mean the efforts of ‘true believers’ or the misinformed (e.g. flatearthers) to convert others to their false beliefs.
Books and books have been written on the abuse of language but, for your enjoyment, let me recall just a few weapons of mass deception that I have encountered in recent days:

· Find memory holes and plug them with selective or imaginary recollections, (Remember what happened during the Howard (Whitlam) years?)

· Impugn your opponents’ credibility, e.g. guilty by association (She had a number of friends who were communists you know) 

· Covertly appeal to established prejudices (dog whistling) (But consider the high cost of Aboriginal welfare)  

· Deliberately misconstrue the matters at issue (It’s not the quantity of water, it’s how you use it)

· Overload the audience with information, making it hard for them to sort the relevant wheat from the irrelevant chaff (Water vapour is a greenhouse gas too)

· ‘Branded entertainment’ in which commercial interests fund and subtly corrupt artistic and entertainment endeavours

· Pretend to know more than you do; quote authority figures

· Slanted newspaper content (Put uncomfortable issues on page five)

Three standout problems of contemporary language use  

I personally regard bullshittting---the widespread willingness of interest groups to use language dishonestly and ambiguously coupled with the loss of trust in public language that follows---to be a major ‘sand in the gears’ problem for societies everywhere as they try to meet goals like unifying a fragmenting society.  I will return to it presently when commenting on the future of language.  

But let me close my discussion of contemporary language use by noting (just) two more situations where language is equally failing to develop a capacity to analyse, characterise  and influence problematic global changes.  One is the trend towards greater complexity in the way societies are organised, and the other is the proliferation of intractable disputes between interest groups around social, economic and environmental issues of all sizes.

Not only are the dangers of complexification, from gridlock to pervasive fluctuation to social collapse, under-recognised, we have no process-level vocabulary for conceptualising what is happening or for exploring alternative what-to-do responses.  Science does not understand complex systems while most lay people do not understand there is a problem.  Against that dismal observation, it needs to be remembered that the language of science and technology, unlike the languages of religion, politics and high culture, gets richer by the year.

Thirdly, it is asking a lot of a species which, as well as being innately cooperative, is innately territorial and aggressive towards strangers, to learn how to routinely cooperate for the common good.  While formalised dialogic and conflict resolution processes are being increasingly used, we have not yet succeeded in providing interest groups with a vocabulary and procedures which make cooperation easier.  I fear the problem may be insoluble for as long as the root metaphor behind society’s world view is ‘the market.’  This perception of society as a giant marketplace has fostered a ‘winner takes all’ competitive individualism, a world view which has trouble appreciating concepts like compromise, enlightened self-interest, trade-off and social responsibility.

The future of language under three scenarios 

Finally, to return to my title, let me speculate briefly on how language might evolve and serve society in coming decades.  Having identified five stages in the history of language, I find I cannot envisage a sixth stage in which language might begin to assume a radically different form, function or content.

In general, a society’s language will adapt to its changing mode of social organisation and, to a lesser extent, will shape (coevolve with) those changes; for example, if you coin a term like ‘fascist’ some people, having learned the concept, might be inclined to behave fascistically.  Let me then make a few dot points about how language might change under each of three different scenarios (hypothetical futures) for global society:  Economic Growth, Cultural Transformation and New Dark Age.   

Economic Growth

Under this scenario, societies (Australia for example) are increasingly organised around the belief that economic growth created through competitive markets is society’s primary means for achieving the public good.  One can imagine plausible consequences for language such as: 

· Many new language-focussed technologies and products, e.g. 

---laser-like capacity to hear and whisper directionally over long
                distances

---devices offering instantaneous translation as one speaks

---letters of the alphabet becoming a medium for artistic expression, as in Islamic art
            ---devices for instantly converting thoughts into spoken words
            ---devices for instantly projecting speech as writing onto available surfaces
            ---a capacity to search the Web dialogically 
            ---virtual experiences via avatars could replace book-reading as entertainment  

· Authoritarian societies drift towards Orwellian language.  Orwell’s  ‘Newspeak’ involved a constant process of slimming down vocabulary in order to limit people’s ability to communicate and ultimately think  More generally, a loss of freedom of speech.

· A focus on vocational education leads to a loss of the perspectives associated with the arts and the humanities and the richness these bring to language.  Notwithstanding, the vocabulary of science continues to grow.

· Misleading language is accepted as the norm (caveat emptor)

· The gap between information-rich and information poor people widens as income disparities widen

· Growing mistrust of language exacerbates the social and economic costs of  an already-adversarial society 


Cultural Transformation

Under this scenario I am imagining a widespread shift in public attitudes towards the legitimate scope of markets.  This movement would involve a replacement of the reigning root metaphor of marketism with a metaphor of society as an ecosystem of interdependent interest groups.  Marketism is the idea that all transactions in society should be interpreted as self-serving contracts between groups and/or individuals.  Ecologism is the idea that mutually-agreed transactions between interest groups (not just market transactions) should balance self-serving with concern for social and environmental interests.

Under a cultural transformation scenario there would be extensive investment in programs for making language more useful.  For example:

· In education
               ---teaching clear thinking and defensive linguistics from a young age
              ----teaching respect for truth, e.g. Raymond Gaita’s father
               ---teaching the art of dialogue;
 teaching people how to make their internal dialogue more productive
               ---providing tools for easing information overload
               ---providing tools for constructing a stable world view in a changing, fragmenting world
               ---instilling a love for the beauty and power (e.g. to evoke surprise, awe and other emotions) of language 
               --- fostering bilingualism to sensitise children to the possibility that others may have different beliefs, and to enhance ability to use language analytically

· In research
              ---upgrading the language and concepts of conflict and conflict         resolution
               ---upgrading the language of complexity and complexification
               ---relaxing limits (such as bounded rationality) on what language can do and express
               ---understanding the pervasive power of society’s root metaphor(s)
               ---understanding how one’s language determines one’s world view
               ---identifying the need for new words and concepts (perceptual discrimination); monitoring of word ‘pollution’ through over-use and misuse 
                ---integrating verbal and averbal language 
                ---further studying the links between language and consciousness 
                ---developing heuristics (rules of thumb) for dealing with linguistic  uncertainty
               ---extending short-term memory beyond its current two seconds
               ---developing a theory of bullshit explaining its function and prevalence 

· In public policy
                    ---waging ‘war’ on contemporary bullshitting
                    ---cleaning out an Augean pile of historically-accumulated ‘oxenshit,’ a pile of religious, political, philosophical, psychological and naturalistic fallacies           
                    ---developing processes for reducing ambiguity, deliberate or otherwise, in public discussion
                    ---improving processes for holding people to account for what they say
                    ---developing processes for comprehensively and disinterestedly        evaluating public policy proposals 

New Dark Age 

Here is my scenario for a New Dark Age:

Under the combined effects of natural disasters, famine, war, mass migration, poverty, disease, resource exhaustion and economic disruption, the world’s population will start falling well before current estimates of a peak in 2070. Many indicators of quality of life, including life expectancy, will slump.  

In all countries, especially failed and war-torn states, it will become much harder for most people to meet their everyday needs.  Women and children, the old and the sick will be most affected.  Jobs will be few.  Supply chains for basic commodities (eg food, fuel, medicines) will break. Prices will escalate.  Barter will become normal.    Health, education, transport and police services will degrade.  Power and water supplies will become unreliable or worse.  Roads and other infrastructure will be poorly maintained.  Crime and group violence will escalate.  Violent protest and looting will be commonplace.  Ordinary people will live in fear.  Mental illness will be endemic. People will turn to authoritarian regimes for respite. 

In brief, cities everywhere will struggle to avoid becoming giant lawless slums.  Rural populations will be vulnerable to marauders and incursions from displaced persons.  Life will be an exhausting wretched struggle.

What might happen to language under such a scenario?

· Specialist languages will be lost as social organisation simplifies (e.g. deindustrialisation, deurbanisation) and they are no longer required
· Mainstream language and attitudes will fragment as communities become more isolated, both physically and through the loss of national-scale media links 
· Loss of electronic information sources and, to a lesser extent, paper sources will reduce the information content of communications

· Disappearance of cheap messaging

· There will be an impoverishment of vocabularies as people become concerned only with the struggle to survive, including re-locating to find food and physical security.  There will be little interest in abstract ideas  
finding a stopping point 
I am afraid that my lepidopterous flutterings across the past, present and future of language haven’t landed me on any luminous conclusions or insights.  Let me close then by just recapitulating a few straightforward ideas that my talk reinforces and note a few questions which it throws up. 

So many evolutionary experiments end in extinction that it is reasonable to ask if H.sapiens’ ‘language experiment’ might prove fatal to the species.  I don’t think so.  While I am concerned by society’s burden of historical and contemporary bullshit, I can’t see it bringing society down, basically because communications within each of the specialist groups tending the day to day ‘mechanics’ of society are relatively free of bullshit. And while the world’s babel of languages is a source of much misunderstanding and antipathy, such negative perceptions destroy populations at most, not the species.

But, if society does start to fall apart, the mindset that currently produces so much bullshit and mistrust will surely accelerate the rate of decline.  Mind you, the bullshit problem will fade into insignificance if the world spawns a mix of authoritarian states and failed states; people who are frightened or hungry don’t care about abstract debates.  

This leads me to finish by postulating an obscure but interesting reason why the invention of language, the master technology, might ultimately prove to have been massively maladaptive for humans.  It draws on the idea of biteback, meaning that many new technologies have unforeseen side effects which eventually require that they be modified or withdrawn. DDT is a well-known example.  Without language H.sapiens would still be Jared Diamond’s ‘third chimpanzee’ struggling to survive on the African savanna.
  But, once locked into language, our medium for transmitting social and material technologies, humans began the long journey towards today’s complex and fragile global society.  Now, under the juggernaut forces of population growth, global warming, resource depletion and unmanageable complexity, a scenario like my New Dark Age has become readily imaginable.    It would be ironic if the very technology which has raised us up for so long were to bite back and cast us down.

Some discussion questions 

Does bullshit have a higher evolutionary function which I am not seeing?

Is elephant poo as threatening as culpable bullshit?  Is self-deceit the elephant in the room?

Should we be trying to develop a theory of bullshit as a social force?

Why isn’t bullshitting recognised as a very serious problem?

If, as Mike Austin says, language is the DNA of culture (in the sense that it ‘codes’ the symbolic recipes for the technologies which are the primary components of culture) could we build a ‘Darwinian’ model (selective retention of variation) of the evolution of language? 

Apart from science, can we  identify any recent major linguistic triumphs---parts of the culture where language has become a lot more useful ?

Abstract

This will not be a talk on the global pattern of declining and emerging languages, nor on the different mechanics and world views built into different languages.  It will be a talk about language in general, focusing though on speech and writing rather than silent languages, eye and body language, auxiliary languages etc. 

I will start by identifying five stages in the biological and cultural evolution of language, recognizing it, prima facie, as an adaptation, or technology (in the broad sense of being a ‘recipe’)  for improving the coordination and effectiveness of collective behaviour in groups of social animals, e.g. humans. 

I will move on to the complex role of language in contemporary society, recognising that it has both a private (intrapersonal) and a public side (interpersonal) side.  My focus for discussing the public use of language will be on interest groups’ efforts to shape public opinion, particularly through the use of bullshit (humbug, poppycock, tommyrot, hooey, twaddle, balderdash, claptrap, palaver, hogwash, bunkum, hokum, drivel, flapdoodle, bullpucky crap, bollocks, horseshit).  I see bullshit as an Augean-sized  under-recognised social problem

Finally, to return to the third leg of my title, I will speculate on how language might evolve and function under three different scenarios (hypothetical futures) for global society in coming decades:  Economic Growth, Cultural Transformation and New Dark Age.

I will end my talk with a bang by postulating an obscure but interesting reason why the invention of language, the master technology, might ultimately prove to have been massively maladaptive for humans.
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